6.864, Fall 2005:Problem Set 2

Total points:160 regular points
Due date5pm, 18th October 2005
Late policy:5 points off for every day late, O points if handed in after 5pm on October 22nd 2005

Question 1 (15 points)

In theabsolutediscountingmodelof smoothingall non-zerdVILE frequenciesrediscountedy aconstant
amount dwhere 0< 6 < 1:
Absolute discounting: If C' (wy,|w; ... wp—1) =7,

r—a8

Pabs(wn\wl cen wn,l) = { (V][No)(s
NQ*N

r>0
otherwise

(HereC'(wy|w; . .. w,—1) isthenumberof timesw; . .. w,, hasbeenseen,P,;, is theabsolutediscounting
estimate)V is the sizeof the vocabulary)V is the totalnumberof timesw . . . w,_1 hasbeen seerand N,
is the number of word types that were unseen after this context.)

Underlineardiscountingthe estimatedcountof seerwordsis discountedy a certainfraction, definedby a
constant awhere 0< o < 1.

Linear discounting: If C (wy,|wy, ..., wy,) =1,
(1—a)r
= >0
P W) = N r
bin (Wn w1 - 1) { —ﬁo otherwise

1. Show that absolute discounting yields a probability distribution for any context aw,, 1.

1. Show that linear discounting yields a probability distribution for any contgxt.ww,, 1.

Question 2 (15 points)

Saywe havea vocabularyV, i.e., a setof possiblewords. We'd like to estimatea unigramdistribution
P(w) overw € V. We observen samplepoints,wi, ws, . . . w, (notethatthis samplemay notincludeall

memberf V, particularlyif n is smallcomparedo |V|.) Foranyword seen- timesin thetrainingsample,
the Good-Turing estimate of its count is

_ Nri1
GT(r)=(r+1)x N,
whereN,. is thenumberof memberf V which areseenr timesin the corpus.Foranyw whichis observed
in thetraining corpus,we makethe estimateP (w) = GT'(C(w))/n, whereC(w) is thenumberof timesw

is seen in the sample.

1. Can you see any problem with this estimation method for words with large valueg or?C'

2. Provethatunderthis definition ", .,» P(w) < 1, where)’ is the subsetof V seenin the training
corpus.If the“missing” probabilitymassl — 3, c,» P(w) is divided evenlyamongsthewordsnot
seenin the corpus,showthat P(w) for any word not in the corpusis N1 /(n x Ny) where Ny is
[V| — |V'|, and N as before is the number of membersbéeen exactly once in the corpus.



Question 3 (15 points)

Recallthe “topic modeling” examplein the lecture. In this model, the training samplex!, 22, ... 2™ is a
sequencef m documentsWe will takeeachdocument:® to consistof n words,z%, z%, . . . 2%,. Thehidden
variables ycan take one of Walues, 12,... K. The model is defined as follows:

P(z,y|0) = P(y) [T P(zly)
7=1
Thus ifV is the vocabulary—the set of possible words in any document—the parameters in the model are:

e Ply)fory=1...K

e Plwly)fory=1... Kandwe V

Our aim in this question will be to derive EM updates which optimize the log-likelihood of the data:

L(®) = ilog P(z|©) = ilogZP(zi,y@)
i=1 y

i=1

Give pseudo-codshowinghowto deriveanupdatedparametewector®? from a previousparametewector
©'~1. l.e., showpseudo-cod¢hat takesasinput parameteestimatesP! ! (y) for all y and P!~ (w|y) for
all w, y, andasoutputprovidesupdatecparameteestimates”t (y) and P! (w|y) usingEM. Usethenotation
C(w, z) to denote the number of times wordigseen in document x.

Question 4 (15 points)

Recallthe “word clustering”examplein the lectureon EM on SeptembeR7th. In this model,thetraining
sampler!, 22, ... 2™ is asequencef m bigramsof thefollowing form: eachz? is of theform w?, wi where
wh, wh arewords,andw} is seenfollowing wi in the corpus. The hiddenvariablesy cantakeoneof K
values, 12, ... K. The model is defined as follows:

P(wa, ylwi,0) = P(ylwi) P(waly)

Thus ifV is the vocabulary—the set of possible words in any document—the parameters in the model are:

e Plyw)fory=1...K,forweV
o Plwly)fory=1...Kandwe V

Our aim in this question will be to derive EM updates which optimize the log-likelihood of the data:

L(©) = ) _log P(whlwi,©) = Y log Y P(whly)P(ylw})
i=1 i=1 Y

Give pseudo-codshowinghowto deriveanupdatedparametewector®’ from a previousparametewector
O~ l.e.,showpseudo-codéhattakesasinput parameteestimates”! ! (y|w) for all y, w and Pt~ (w|y)
for all w, y, and as output provides updated parameter estimdigguf) and P (w|y) using EM.



Question 5 (15 points)

In lecture(seealsothe accompanyingnote on EM) we sawhow the forward-backwardalgorithmcould be
used to efficiently calculate probabilities of the following form for an HMM:

P(y; =plz,0)= > P(y|z,0)
y:y;=p

and
P(yj =D Yj+1 = qm'v @) = Z P(y’l‘, @)

Y'Y =p:Yj+1=94

wherez is somesequencef outputsymbols,and© arethe parametersf themaodel(i.e., parametersf the
form 7;, a; 1, andb; (o) asdefinedin thelecture).Herey; is the j'th statein a statesequence, andp, ¢ are
integers in the range.1. N — 1 assuming an /étate HMM.

Question 5(a) (5 points) Statehow the following quantity can be calculatedin termsof the forward-
backward probabilities, and some of the parameters in the model:

P(ya =1,y3 = 2,y4 = 1|z, 0)

(we assume that the sequence z is of length at least 4)

Question 5(b) (5 points) Statehow the following quantity can be calculatedin termsof the forward-
backward probabilities, and some of the parameters in the model:

P(yg = 1,y5 = 1‘1’,@)

(we assumdhatthe sequence: is of lengthat least5. Don't worry too muchaboutthe efficiencyof your
solution: we do expectyou to useforward andbackwardterms,but we don’t expectyou to calculateany
other quantities using dynamic programming.)

Question 5(c) (5 points) Saythat we now wantedto calculateprobabilitiesfor an HMM suchasthe
following:
max P(y|z, )

YYy;=p
sothisis the maximumprobability of any statesequencenderlyingz, with the constrainthatthe j’th label
y; is equal to p.

How would you modify the definition of the forward and backwardterms—i.e. the recursivemethodfor
calculating them—to support this kind of calculatiod®w would you then calculate

max P(y|z,0)
yiy3=1

assuming that the input sequencis of length at least 3?



Question 6 (10 points)

We will now considera slightly modifieddefinition of an HMM, whereeachstateemitsa pair of symbols
at eachstep,ratherthana single symbol. In the new definition, a hiddenMarkov model (N, ¥4, 35, ©)
consists of the following elements:

e N is apositiveintegerspecifyingthe numberof statesn the model. Without loss of generality,we
will take the N'th state to be a special state, the final or stop state.

e ¥, is afirst set of output symbols, for example = {a, b}
e Y, is a second set of output symbols, for exampbe={c, d}

e O is avector of parameteri.contains three types of parameters:

— m; for j = 1... N istheprobabilityof choosingstate; asaninitial state.Notethath«V:1 T =
1.

—a;rforj=1...(N—1),k=1...N,Iistheprobabilityof transitioningfrom state; to state
k. Note that for all § % 1 a;x = 1.

—bj(o)forj =1...(N — 1), ando € ¥, is the probability of emitting symbolo asthe first
symbol from state ;jNote that for all 53" 5, bj(0) = 1.

—¢j(o)forj=1...(N —1),ando € ¥, is the probability of emitting symbolo asthe second
symbol from state .jNote that for all j " 5 ¢;(0) = 1.

A regularHMM assignsa probability P(z,y|©) to any sequencef symbolsz (suchasa a b b a)
pairedwith anunderlyingsequencef statesy (suchasl 2 2 1 1). Thenewform of HMM assighsa
probability P(x, y|©) to any sequencef symbolpairs = pairedwith an underlyingsequencef statesy.
For example, with

x = (a,c)(a,d)(b,d)(b,c)(a,d)

where for exampléa, c) is the ordered pair consisting of a and ¢, ané=y12211, we would have

P(Qﬁ, y|@) = 771a172a2,2a271a171a173b1 (Q)Cl (C)bQ(Q)CQ(d)bQ(b)CQ(d)bl (b)01 (C)bl (Q)Cl (d)

Question(10points): Describenowyouwould modify thedefinitionsof theforwardandbackwarderms
so that they can be applied to this new form of HMM.

Question 7 (75 points)

Question 7(a) In thefile counts.gz, you will find the countsfor unigrams,bigrams,and trigrams,
which were extractedfrom roughly 38,000sentence$rom the Wall StreetJournal. For example the first
few lines of the file are



This meanghatthe unigram*!” wasseen66 times,the bigram*“! " wasseentwice, andthetrigram*! !
#END#” was seen once.

Thefirst part of this questionis to implementa languagemodel. Your codeshouldreadthe countsfrom
counts.gz into somedatastructure mostlikely a hashtable. Your codeshouldthenprovidea function
of the form trigram-prob(w1, w2, w3) which returnsan estimateP (ws|w, ws) for anytriple of
words. You shouldusea Katz back-off model (trigrams) to define P(ws|wi, w2). Seeslides26/27from
the 15th Septembelectureslidesfor a definitionof this type of model. TheKatz modelsrequirea definition
of discounted countg-or these definitions, use

Count™ (w1, wa, w3) = Count(wy, wy, ws) — 0.5

Count™(wy, we) = Count(w;,ws) — 0.5

for the trigram andbigramcaseswhereCount denotesa counttakenfrom counts.gz, andCount* is
the discounted count used in the Katz model.

Note: make sure your codehasthe following functionality. To testthe codeit should be possibleto
read in afile, line by line, that contains one trigram per line. For example, the file might contain

the dog sleeps
colorless green ideas

As output, the code should write the probability for each trigram in turn, for example

0.054
0.032

assuming that [ sleeps|the, dog) = 0.054, and P(ideas|colorless, green) = 0.032 under your model.

Some notes about the counts in counts.gz:

e The symbol #END# was addedto the end of every sentencen the WSJ corpus. The symbols
#START1# #START2# were added at the start of each senteRoeexample, the sentence

Shares fell by 225 points .
would be processed to give
#START1# #START2# Shares fell by 225 poitiEEND#

The trigrams extracted from this sentence would then be

#START1# #START2# Shares
#START2# Shares fell

Shares fell by

fell by 225

by 225 points

225 points .

points .#END#

e Sometimegouwill seethetoken#LOWH#in thefile. In the original WSJcorpus,anyword seenless
than 10 times was replaced by the token #LOW#.



Question 7(b) The next stepwill be to implementa function that returnsthe probability of an entire
sentencainderthetrigramlanguagenodel. The function shouldreada sentencev; , ws, . . . w, from afile
(notethatw,, will notbe the symbol#END#,this endmarkerhasnot beenadded).It shouldcalculatethe
log probability

log P(wy,ws, . ..wy,) = log P(HEND#w,,_1,w,) + Z log P(w;|w;i—1,w;—2)
i=1

wheretermssuchas P (w;|w;_1, w;_2) arecalculatecusingthetrigrammodelyou constructedn 7(a). Note
that we always define 1y = #START1# and = #START2#.

Note: make sure your codehasthe following functionality. To testthe codeit should be possibleto
readin afile, line by line, that containsonesentenceper line. As output, the codeshould write the log
probability for each sentence in turn under your model.

Question7(c) We'll now useyour codeto constructa simplespell-checkenvhich attemptgo spotcases
whereawriter hasusedtheir insteadof there,or vice-versaln thefile theirthere.test, youwill find
559sentencesEachsentenceontainsatokenTHERE-OR-THEIR, wheretherewaseitherthe word their
or there.For example, the first sentence

“ #LOWH# is written more for #LOW# , not THERE-OR-THEIR daughters , " said Mang .
was produced from the sentence
“ #LOWH# is written more for #LOW# , not their daughters , ” said Mang .

(note that, as before, infrequent words have been replaced with the token #LOW#.)

For eachsentencen theirthere.test, you shouldcalculatetwo probabilities: one beingthe proba-
bility of the sentencainderyourtrigrammodelwhereTHERE-OR-THEIR s replacedoy their, onewhere
THERE-OR-THEIRIs replacedy there.For examplefor thefirst sentencgou shouldcalculatethe prob-
ability of both

“ #LOWH# is written more for #LOW# , not their daughters , ” said Mang .
and
“ #LOWH# is written more for #LOW# , not there daughters , ” said Mang .

and then see which sentence has the higher probability.

Note: make sure your code has the following functionality. The code should be able to read the
examplesfrom theirthere.test oneby one. As output, it shouldwrite (a) the log probability of
the sentencewith THERE-OR-THEIRreplacedwith their; (b) the log probability of the sentencewith
THERE-OR-THEIR replaced with there.



