Lecture 12

March 30t" 2004

Remark. Since many of our results rely on the regularity of the Newtonian Potential, and hence
use Proposition 2 of Lecture 9, we will assume througout that the Holder constant « ranges in the

open interval (0,1).

Review from last time

Regularity Theorem. B CR", aball, u € C*(B)NnC°B),f € C¥B), with 0 < a < 1.

Suppose u solves Laplace’s Equation: Au= f on B, u=0 on 0B. Then u € C>*(B).

In the interior of B, just use estimates on the Newtonian Potential (NP) and on harmonic
functions. On the boundary of B use translation & inversion maps to map ball to upper half plane
with flat boundary. Then note that the estimates on the NP work upto the boundary and an

inversion map is smooth away from the origin. [ |

Corollary. ¢ € C**(B),f € C*(B), with 0 < o < 1.. Then Poisson’s Equation: Au = f on

B, u= ¢ on 0B, has a unique solution u € C>“(B).

By the above if we can solve for v such that Av = f — Ap on B, v =0 on 0B, then v € C>%(B).
Let u:= v + ¢ € C>%(B). This u solves our original equation! So we just need to be able to solve
uniquely the above homogeneous equation with a C2(B) N C%(B) solution. Then the Theorem will
guarantee it is actually C>%(B).

In order to do that, set w := NP(g), where g := f — Ap € C* (as f € C% ¢ € C*2). Indeed
w € C%(B) NC%B) from the elementary properties of the Newtonian Potential. Furthermore

Aw = g. If we could make sure somehow the boundary values would be 0 we would be done

as all assumptions of the Theorem would hold. In order to do that, we need to find a function
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Ah=0 on B,

h— —w on OB And indeed by Poisson’s Integral Formula we

h € C?(B) N C°(B) solving {

can do this. Letting v := w + h € C?*(B) N C%(B) we have indeed a the required solution for the

homogeneous problem. [ |

Solving Poisson’s/Laplace’s equation with regularity upto the boundary on gen-

eral domains

Suppose we are given an (open) domain 2 C R", different than a ball, or equivalently some open
subset in a Riemannian manifold (M, g), and that we would like to develope a similar theory for
the Poisson and Laplace equations on these domains. In other words prove a priori estimates upto

the boundary for these domains.

Localizing to a neighborhood in R" of a point on the boundary 0f intersected with €2, we could
map it to a neighborhood of H := {z = (21, ...,2,) € R"|x, > 0}. This localization is tantamount
to working with the manifolds local coordinates, and then we must work with A, the Riemannian
Laplacian.

We see that indeed we will be able to extend our theory to these generalized domains once we

show our boundary estimates hold for general elliptic operators.
Constant coefficients operators

Let Lou(xz) = AYDju(z) = f(z) with A a constant matrix satisfying 0 < Av|? < A%v;v; <

Av|?,V 0 # v € R™. This two-sided inequality will be referred to as uniform ellipticity.

Theorem.  Let u be as above and 0 < o < 1.
L If u € C3(Q), f € C*N), then V Q' CQ (i.e "V precompact in Q7) there evists C =

C(\ A, Q,Q,n) such that

[ullez.a @) < C - ([Julleo@) + || fllea))-
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II If u € C2(Q)NCY(QUT), feCQUT) and u = 0 on T, then ¥V Q' C Q there exists

C=C\AQ,Qn) such that

lullcz.o oty < C - (l[ullco@ury + [[flle@ur));
where T" := Q' NT. We assume that T is a flat boundary portion (portion of a hyperplane in R™)

contained in O .

Setup: Let H be an invertible linear transformation represented by multiplication by a constant

matrix Hy,;, and let H~! denote its inverse. Being linear, by rotating if necessary, we may assume

it maps the upper half space to itself, and that the flat boundary portion remains flat. Put

@:=uoH 'and y= Hz. Thenu:Q — R,

D,i(y) = Dyu(H 'y) - H;;' (summation)

Y1

from D applied to u( : [H‘1]> =u([ywH;" ..., H, "ya]). Then

Yn
D;D;a(y) = DeDwu(H 'y)H Hy ' = (HY)" - D*u(H 'y) - H™ Y,
= H" .D*u(y) - H = D*u(x).
Plugging this into our elliptic equation we get A*H;D;D;uH;;, = A*Dyu(z) = f(x), or
Hy A" HjyD*a = (HAHT)D*a(y) = f(z) = f(H'y) =: f(y).

Choosing appropriate H can diagonalize A: HAHT = diag(\1,...,\,). Set

[N

_ _1
P := Hdiag(\; 2,..., A ?). Then PAPT = I, and in the domain H((2), which has flat boundary,
we get the simple Poisson equation A@ = f € C®. By the theory we developed earlier in the course

for this equation on such domains, ¥ Q' € H () we have the interior estimates

||ﬂ||c2,a(ﬁf) < C - (J|lalleor ey + ||f||ca(H(Q)))-
Now |[ul|c2.a(a) < C - |]a|c2.om@)), |[ullco @y < C - ||alcer (), where we have used for the
last two the identities ||g||co(m(q)) = SUPye () 19(y)| = supgeq |9(z)| = [|g]lco ) and
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i 9W1) — g9(y2 g(x1) — g2
||9||Ca(H(Q)) = sup w = sup M
Ay cH(Q) Y1 — Y2l w1420 |[Hr1 — Hay|

= sup

lg(x1) — g(z2)| ( |z1 — 22|
oA, |[T1 — Tal®

Wi i |> < |lgllce (@) - (smallest eigenvalue of H) ™"
r1 — ZTo

Here we use H is a diffeomorphism. The C%% inequality follows similarly using H TDQﬂ(y)H =
Dzu(x). Note that since H, H~! are both strictly positive, the above inequalities can be shown
to hold in both directions (with different constants). That is to say all norms of @ are equivalent
to those of u. This observation combined with the above interior estimates for 4 gives us interior
estimates for u in Q.

As for boundary estimates (part IT of the Theorem): we have seen that we can assume WLOG that
H maps the upper half plane to itself. Then our above inequalities for equivalence of the norms
extend to the boundary of course, and since our theory (Lecture 11) gives boundary estimates for

o we are done. []

Interpolation

Theorem. Let Q' € Q,u e C>*(Q), with 0 < a < 1. For any € >0, 3 C(¢) such that

lulers @y < C(€) - [ulco) + € [ulcza ).

Note these are the semi-norms not the full norms! Also, as € — 0,C(€) — oc.

The case k=1, =0. Let z,2’ € Q2" € Q\ ', such that all three points lie on a single line

. "y _ ’ 2
segment parallel to the ' axis and such that D;u(z) = “& )26“(96 ) < ‘uli()(m. From the fact that

2" is not in ' we will get a global C® norm involved (i.e norm over all  instead of just over ().

Now let z € ',



from which follows

v 1 1
’DZ(.’L’)‘ < ’DZ(.ZZ')‘ + ’/ D“u\ < E‘ulco(g) + . maxtf D“u . ‘.’L’ — jf‘ < E‘ulco(g) +e€- ‘u’cz(Q/).
€T xr sevgmen T
in z? direction

The case k = 2,3 = 0. Fix i and look at D,u. Again choose points on a segment in the z!

o Diu(fx,/) - Dlu(x,) < 2’Du‘co(scgmont)
N 2¢ - 2¢

. Now

direction such that Dju(Z)

1
IDiiu(@)] < [Diju()] + [Driw(z) = Diu(@)] < ~[Dtt| oo (uogmene) + ID?ule2(q) - |z — 2%,

which by the first case is

<

A | =

1 , .
: <E|U|CO(Q) +e€ - |U|CQ(Q)) + € - |u|cz,a(Q),

hence

lulcz(any < C - fuloo) + C" - € - Julgza ).

For the cases to follow let x,y € Q' and denote by Z a point (to be chosen later) on the line
segment Ty.

The case k =0, € (0,1]. We note that we can bound |u|co,s() in a simple manner since

Du(z) - |z — y| 1-8 1-8 -
u(@) —uly) _ WS|U|@1'IIE—@/I Sluler -7 iz —y[ <
_ 4|8 - 2lu
==yl ’/Lco,if|:1:—y|>e.
€
or in other words
2|u|co _
[u| o5y < 5 NJuleoy + €77 - uloran.
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The case k=1, € (0,1]. We again note the dichotomy (z as above)

DDu(z) - |z — y|
D;u(x) — Dju(y) |z —y|?

<
|z =yl | 2luler
7 if jx —y| > e

<|ulez -z —y[' P < ulez - 7P if [z —y| <€,

or

2|u|01 _
|u|cl,B(Q/) < e . |u|cl(Q) + el 8. |’LL|02(Q)- <(C- |’LL|CO(Q) + . |u|cz(9/)

where in the last inequality we used one of the previous cases.

The case k = 2,5 € (0,a). Once again

an € i lz —y| <
Diju(z) — Diju(y) _ Diju(x) —Dyuly) o — y|oP < ‘;Lﬁ; (g e it |z —yl <
v —yP? [z =yl T T il > e

or
2 a—p0 / /
|U|CQ,B(Q/) < 6—5 : |u|CQ(Q/) + € : |u|cz,a(9/). <C- |U|CO(Q) +C"- |u|02(a)Q

where in the last inequality we used one of the previous cases. [ |

Remark. The Interpolation technique works also for Q' € Q with flat boundary involved: we get

inequalities with the flat boundary portion included, by the theory developed in Lecture 11.



