Lecture 20 Bounds on the generalization error of voting classifiers. 18.465

As in the previous lecture, let H = {h : X — [—1,1]} be a VC-subgraph class and f € F = conv H. The
classifier is sign(f(z)). The set

{y # sign(f(2))} = {yf (=) <0}
is the set of misclassified examples and P (y f(z) < 0) is the misclassification error.

Assume the examples are labeled according to Cp = {x € X : y = 1}. Let C = {sign(f(z)) > 0}. Then

CyoAC are misclassified examples.

1 n 1 n
P(CACy) = — > I(w; € CACy) + P(CAC,) - - > I(wi € CACY)
=1

1= =1

small. estimate uniformly over sets ¢

For voting classifiers, the collection of sets C can be "very large”.

Example 20.1. Let H be the class of simple step-up and step-down functions on the [0,1] interval,

parametrized by a and b.

Then VC(H) = 2. Let F = conv H. First, rescale the functions: f = Z;Trzl Aih; =2 Zil Ai (Bt —1 =
2f'—1 where [/ = EiT:1 Aihl, b= % We can generate any non-decreasing function f’ such that f/(0) =0
and f’(1) = 1. Similarly, we can generate any non-increasing f’ such that f/(0) = 1 and /(1) = 0. Rescaling

back to f, we can get any non-increasing and non-decreasing functions of the form

f, f,
1 / 1
0 o_\ I
-1 -1

Any function with sum of jumps less than 1 can be written as f = %( fi + f2). Hence, we can generate

basically all sets by {f(z) > 0}, i.e. conv H is bad.

Recall that P (yf(zx) <0) = EI(yf(x) <0). Define function ¢s(s) as follows:
Then,

I(s <0) <5 (s) < I(s <9).
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,(S)

Hence,

P(yf(z) <0) <Eps (yf(z))

1 n
= E;% (yif(xi)) (E% yf(x **Z% i f (i) )
S%ZI(yif(wi)§5)+ <]Es05 yf(z —72% yif (@) )
i=1

By going from + " | I(y;f(x;) < 0) to £ Zl 1 I(yif(x3) < 6), we are penalizing small confidence predic-
tions. The margin yf(z) is a measure of the confidence of the prediction.

For the sake of simplicity, denote Eps = Eps (yf(2)) and @5 = L 37" | o5 (yi f (1))

Lemma 20.2. Let Fy = convg H = {Zle Xihiyhy € H} and fiz § € (0,1]. Then

Eps — 05 &V log & \/7 ot
P(VfEfd, JEos §K< - + n))zl e ",
Proof. Denote

es (yFa(x)) ={ps (yf(2)), f € Fa}-

Note that ¢s (yf(x)) : X x Y — [0,1].

For any n, take any possible points (21,¥1), ..., (Zn,yn). Since

1
95 (5) = 03 (1) < 5ls 1,
o1



Lecture 20 Bounds on the generalization error of voting classifiers. 18.465

we have

1/2
dey (5 (yf (), — s (yig(xi))f)

1/2
xZ))2>
>1/2

Oq‘,_.
3=

INA
/N N

HM: ”M

N
3|~

do(f,9)

oq\>—~ o)\»—*

where f,g € Fy.
Choose ¢ - §-packing of Fy so that

ey (23 (0] () 03 (09(2))) < 50u(f.9) < &
Hence,
N(ps (yFa(2)) €, dey) < D(Fa,€0,dy)
and
log N (s (yFa(z)) ,€,dyy) <logD(Fy,e6,d,;) < KdV log %
We get

2
log D(ws (yFa) ,€/2,dzy) < KdV log =

So, we can choose f1,..., fp, D = D(Fy,ed,d,) such that for any f € Fy there exists f;, d.(f, fi) < &4.

Hence,

dey (s (yf(2)), 05 (yfi(w))) < e

and @5 (yf1(x)), ..., ¢s (yfp(x)) is an e-cover of ps (yFa(w)). O
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