Lecture 22 Bounds on the generalization error of voting classifiers.

18.465

Theorem 22.1. With probability at least 1 — e™t, for any T > 1 and any f = ZiT:1 Aihi,

Plf() <0) < inf e+ VB I <) + )’

where e =€(0) = K <\/Vmin(T’(loin)/62)log? + ﬁ)

Here we used the notation P, (C) = = 3" | I(z; € C).

Remark:

V min(T, (1 52) log 2
P(yf(z) <0) < inf K | By (ufix) <o)+ il (osn)/f)log§ ¢
4€(0,1) ¢ n "

inc. with s

dec. with s
Proof. Let f = 23:1 Xihi, g = %2521 Y;, where

T
P(Y;=h) =X and P(Y;=0)=1-> X

i=1

as in Lecture 17. Then EYj(z) = f(x).

P(yf(z) <0) =P (yf(z) <0,y9(x) <0) +P(yf(x) <0,yg9(z) > 9)

<P(yg(z) <6)+P(yg(z) >4 | yf(z) <0)

| =

k
P (yg(z) > 6 ‘ yf(z) <0) =E,Py |y ZYJ(LE) >4 ‘ yEyY;(z) <0

Shift ¥’s to [0, 1] by defining Y = yYJT—&-l Then

k
1 1 5 1
P <0 =EPy (> Y/ >< —‘IEYY<7
(yg(x) > dlyf(x) <0) Y k2 iZ5t3 iS5
1< 5 1
! ! /
<E,Py EE‘ szEYl+§‘Eng§

Jj=1

< (by Hoeffding’s ineq.) ]Ezeka(EYH%’]EYf)

2 2
< Ex€7k6 /2 — €7k6 /2

because D(p, q) > 2(p — q)? (KL-divergence for binomial variables, Homework 1) and, hence,

/ 6 / 6 2 2
D IEY1+§,EY1 > 2 3 =6/2.
We therefore obtain

(22.1) P (yf(z) < 0) < P(yg(x) <)+ e */?
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and the second term in the bound will be chosen to be equal to 1/n.

Similarly, we can show
P, (yg(x) < 20) <P, (yf(x) < 30) + e ko%/2.

Choose k such that e *°/2 = 1/n, ie. k= Z logn.

Now define s as follows:

$,(9
_ 1
0 20 S
Observe that
(22.2) I(s <) < s (s) < I(s <26).

By the result of Lecture 21, with probability at least 1 — e~¢, for all k,§ and any g € F = conv ,(H),

1< _ Eos (yg(x)) — 3 301 @5 (yig(x:))
® (E%’ n ; %> - Eps (yg(@))

<K<,/vmoga+f>
n n

=¢/2.

Note that ®(z,y) = % is increasing with x and decreasing with y.
By inequalities (22.1) and (22.2),
1
Eps (yg(2)) 2 P(yg(x) < 0) = P (yf(x) < 0) - —~
and

L3 (i(w0) < P (99(a) < 26) < By (3] () < 39) + -

i=1

By decreasing x and increasing y in ®(z,y), we decrease ®(z,y). Hence,

| P(yf(z) SO)—%,Pn(yf(x) §35)+% <K (WjL \/Z>

T Yy

where k = 5% log n.
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If NG < &, we have i
<[+ (5)2 +
x < el
=13 B Y
So,
2
P <0 -2 < (S4\/(2) +P s <39+ L
VI =070 =\ 2 2 n W = n)
O

o7



