Lecture 09 Properties of VC classes of sets. 18.465

Recall the definition of VC-dimension. Consider some examples:
o C={(—00,a) and (a,00) : a € R}. VC(C) =
e C={(a,b)U(c,d)}. VC(C) =
o firoifa: X =R C={{z: X0 anfu(zr)>0}:a,...,0q €R}

Theorem 9.1. VC(C) in the last example above is at most d.

Proof. Observation: For any {x1,...,zq+1} if we cannot shatter {z1,..., 2441} «— 3T C {1...d + 1} s.t.
we cannot pick out {z;,i € I'}. If we can pick out {x;,7 € I}, then for some C € C there are aq,..., a4 s.t.

22:1 o fr(z) > 0 for i € I and 22:1 agfr(z) <0fori ¢ I.

Denote

<Zakfk 1), Zakfk Ta+1 ) = F(a) € R*H

By linearity,
d

= Zak (fr(z1),- -, fl®ag1)) = Z%Fk C HC R
- =1

and H is a d-dim subspace. Hence, 3¢ # 0, ¢ - h = 0,Vh € H (¢ orthogonal to H). Let I = {i : ¢; > 0},
where ¢ = (¢1,...,¢q11). If I = () then take —¢ instead of ¢ so that ¢ has positive coordinates.

Claim: We cannot pick out {x;,i € I'}. Suppose we can: then Jaq,...,qq s.t. ZZ=1 apfr(z;) >0foriel
and Zzzl afr(x;) <0fori ¢ I. But ¢ - F(a) =0 and so

d d
é1Y o fe(@) + o 4 Gap1 D anfr(warr) = 0.

k=1 k=1
Hence,
d
i @ i) | = e x;) |-
S (L ousio) ;WJ(z e
>0 <0
Contradiction. O

e Half-spaces in R%: {{ayz1 + ... + agzg + ager > 0}t g, ..., aq41 € R}
By setting fi = z1,..., fa = T4, far1 = 1, we can use the previous result and therefore VC(C) < d + 1 for

half-spaces.

Reminder: A, (C,z1,...,2,) = card{{z1,...,2,} NC: C € C}.

Lemma 9.1. IfC and D are VC classes of sets,
(1) c={Cc°.:CeC}is VC
(2 CnD={CnNnD:CeC,DeD}is VC

(3 cubD={CuD:Ce(C,DeD}is VC
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(1) obvious - we can shatter z1,...,x, by C iff we can do the same by C°.

(a) By Sauer’s Lemma,

ANp(CNDyxy,y .y Xy

IA

n(Cox1, .. ) An(CNDyxy, ... 2p)

A
en\" [en\"
(7). (), =
Ve)e \Vp /) p

for large enough n.

(b) (CUD)=(C°N D¢, and the result follows from (1) and (2).

IN

Example 9.1. Decision trees on R? with linear decision rules: {C1N...C¢} is VC and Ujpayes{C1N- -

is VC.

Neural networks with depth ¢ and binary leaves.

Ce}
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