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LP Transformation Techniques 
The tutorial will show three 
different types of non-linear 
constraints that can be transformed 
into linear constraints.  This is 
important since linear programs are 
so much easier to solve than non-
linear programs.  
 

Hello friends.  Mita and I 
are here again to introduce 
a tutorial on LP 
transformation techniques 
1. 
 

Amit 
Mita 

1  Donald Knuth 
claimed that a 
“technique” is a 
trick that is used 
more than once.  
Knuth was the 
developer of TeX, 
and one of the 
greatest 
computer 
scientists of the 
20th century. Donald E. Knuth 

Photo of Donald Knuth
removed due to
copyright restrictions.
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Minimize 500 x1 + 200 x2 + 250 x3 + 125 x4 

subject to 50 x1 + 25 x2 + 20x3 + 15 x4  ≥  1,500   

0  ≤  x1 ≤  20 0  ≤  x2 ≤  15 0  ≤  x3 ≤  25 0  ≤  x4 ≤  15 

  
 

TV 
 

Radio 
 

Mail 
 

Newspaper 
 

Audience Size 
(in 1000s)    50 

 
25 

 
20 

 
15 

 
Cost/Impression 
 

$500  
 

$200  
 

$250  
 

$125  
 

Max # of ads 
 

20 
 

15 
 

25 
 

15 
 

Ella 

We’ll begin with the MSR example which was described 
in the tutorial on algebraic formulations.  The goal is to 
minimize the cost of reaching 1.5 million people using 
ads of different types. 
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Minimize 500 x1 + 200 x2 + 250 x3 + 125 x4 

subject to 

0  ≤  x1 ≤  20 0  ≤  x2 ≤  15 0  ≤  x3 ≤  25 0  ≤  x4 ≤  15 
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Audience Size    
 

50,000 
 

25,000 
 

20,000 
 

15,000 
 

Cost/Impression 
 

$500  
 

$200  
 

$250  
 

$125  
 

Max # of ads 
 

20 
 

15 
 

25 
 

15 
 

Ella 

|x1 + x2 – x3 – x4| ≤ 5. 

We are now going to introduce a non-linear constraint.  
Suppose that we require that the total of ads from the 
electronic media is within 5 of the number of ads of 
paper-based media.   This can be modeled as follows: 
|x1 + x2 – x3 – x4| ≤ 5. 

50 x1 + 25 x2 + 20x3 + 15 x4  ≥  1,500   
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The constraint “|x1 + x2 – x3 – x4| ≤ 5” is not a linear 
constraint.  However, the constraint can be transformed 
into linear constraints using a simple trick.  Er, I mean 
“technique”. 

The constraint “|x1 + x2 – x3 – x4| ≤ 5” is equivalent to the 
following two constraints: 

1.   x1 + x2 – x3 – x4 ≤ 5   and  

2. -x1 - x2 + x3 + x4 ≤ 5 

 

       

  If you replace the original constraint by these two 
constraints, you obtain a linear program that is 
equivalent to the original non-linear program. 
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Minimize 500 x1 + 200 x2 + 250 x3 + 125 x4 

subject to 

0  ≤  x1 ≤  20 0  ≤  x2 ≤  15 0  ≤  x3 ≤  25 0  ≤  x4 ≤  15 

|x1 + x2 – x3 – x4| ≤ 5. 

Minimize 500 x1 + 200 x2 + 250 x3 + 125 x4 

subject to 

0  ≤  x1 ≤  20 0  ≤  x2 ≤  15 0  ≤  x3 ≤  25 0  ≤  x4 ≤  15 

  x1 + x2 – x3 – x4 ≤ 5 
 -x1 – x2 + x3 + x4 ≤ 5 

The non-linear program above is equivalent to the linear program 
below. 

50 x1 + 25 x2 + 20x3 + 15 x4  ≥  1,500   

50 x1 + 25 x2 + 20x3 + 15 x4  ≥  1,500   
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I think I understand.  But 
the two optimization 
problems still look different 
to me.  What do you mean by 
equivalent? 

Tom 

The optimization problems 
are equivalent in the sense 
that any feasible solution 
for the non-linear program 
is feasible for the linear 
program, and vice versa.  
That is, the feasible regions 
are exactly the same. 

Stan 

Dinosaurs are not feasible 
any more.  We are extinct.  
The set of living dinosaurs is 
equivalent to a linear 
program with no feasible 
solutions. 
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I really like this trick.  Can 
you always use the trick to 
transform problems involving 
absolute values to a linear 
program? 

Tom 

Unfortunately, we can’t.  Consider the case in 
which we want the number of radio and TV ads 
to differ by at least 2.  This corresponds to 
the constraint “|x1 – x2 | ≥ 2.”   This is 
equivalent to “x1 – x2 ≥ 2 OR  –x1 + x2 ≥ 2”.  But 
it cannot be made linear. 

Dinosaurs are absolutely 
extinct. 
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How can you prove that it 
can’t be done?  How do you 
know that someone clever 
won’t figure out a 
transformation? 

You can see it can’t be done in general by 
considering the feasible region consisting 
only of the constraints  “|x1 – x2 | ≥ 2”, 
and 0 ≤ x1 ≤ 4, and  0 ≤ x2 ≤ 4.  The feasible 
region is graphed below, as you can see. 
(after you click)    

The feasible region is in yellow.  It’s 
in two separate pieces.  But a linear 
programming feasible region is always 
connected.  In fact, it’s always 
convex.  That is, if two points are 
feasible, then so is the line segment 
joining the two points. 

x1 

x2 
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Personally, I like the next 
trick even more.  It can be 
used when you want to 
minimize the max of two 
objective functions, or to 
maximize the minimum of 
two functions. 

What does it mean to 
minimize the max or 
maximize the min? 

“You get the max for the 
minimum at TJ Maxx.”™ 
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Let’s start with a simple example.  
Consider the following problem: 

  maximize min {3x - 2, -2x + 2} 

  subject to  0 ≤ x ≤ 4 

 

I like examples with 
only one variable. 

I’ve graphed it 
here.  Now do 
you see what I 
mean? 

 

I understand it.  But I 
think you should say 
more.  I’m really 
thinking about Stan 
and want him to 
understand it. 

x 

-2x + 2 

3x - 2 

1 

2 

1 

0 

-1 

-2 
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The key is to recognize that the minimum 
of these two functions of x can be 
graphed.  The minimum of the red line and 
green line is the black function, graphed 
below.  (Click and you’ll see it.) 

 

x 

-2x + 2 

3x - 2 

I get it.  The 
maximum of the 
two minimums 
occurs at the top 
of the black curve. 

Yes.  That’s exactly 
right.  It occurs where 
-2x + 2 = 3x -2.  That 
is, x = 4/5. And the 
max of the min is 2/5.  

1 

2 

1 

0 

-1 

-2 
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Consider the MSR problem again.  
But in this case, we want to 
maximize  the minimum of   
{50x1, 25x2, 20x3, 15x4}. 
 

What does it mean? And 
how can you possibly draw 
the graph.  It involves four 
variables. 

  

The minimum of   
{50x1, 25x2, 50x3, 15x4} is the smallest 
number of persons reached by one of the 
four media, as measured in 1000s.  We want 
to find the maximum value of z such that 
each medium reaches at least 1000 z people.  
I’ll show you how to do it on the next slide.  
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Minimize 500 x1 + 200 x2 + 250 x3 + 125 x4 

subject to 

0  ≤  x1 ≤  20 0  ≤  x2 ≤  15 0  ≤  x3 ≤  25 0  ≤  x4 ≤  15 

The previous linear 
program is given 
below.  Now we want 
to maximize z subject 
to the constraint 
that z is at most the 
number of ads seen 
for each media.   Click 
and you’ll see.  
 

maximize z 

  z  ≤ 50x1,            z  ≤ 25x2,               z  ≤ 20x3,              z  ≤ 15x4        

This technique works 
whenever you need to 
maximize the 
minimum of linear 
functions.  A similar 
trick works whenever 
you want to minimize 
the maximum of 
linear functions. 

50 x1 + 25 x2 + 20 x3 + 15 x4  ≥  1,500 
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Try it yourself.  
Suppose that you 
want to minimize the 
maximum of 3x + 1, 
and 4y – 2, subject to 
linear constraints.  
How would you do it?  
Click to find out. 

Minimize max {3x + 1, 4y – 2} 

subject to <linear constraints> 

x ≥ 0,  y ≥ 0 

Minimize  z 

subject to <linear constraints> 

x ≥ 0,  y ≥ 0 

z ≥ 3x + 1 
z ≥ 4y - 2 

It’s so simple 
that even 
someone with 
a brain the 
size of a 
walnut could 
do it.  
However, I 
can’t figure 
out what is 
going on. 
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If you want to try 
another exercise, 
you can try exercise 
28 parts b and c on 
page 36 of Applied
Mathematical
Programming.

 

It shows that linear 
programming can be 
used in data analysis 
as well. 

 

Problem 28 is given 
below and continued 
on the next slide. 

http://web.mit.edu/15.053/www/AMP-Chapter-01.pdf 

Problem statement © S. P. Bradley, A. C. Hax, and T. L. Magnanti, from Applied Mathematical Programming, 1977. All rights reserved.

This content is excluded from our Creative Commons license. For more information, see http://ocw.mit.edu/help/faq-fair-use/.

http://ocw.mit.edu/help/faq-fair-use/
http://web.mit.edu/15.053/www/AMP-Chapter-01.pdf
http://web.mit.edu/15.053/www/AMP-Chapter-01.pdf
http://web.mit.edu/15.053/www/AMP-Chapter-01.pdf
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Parts b and c rely on 
the same techniques 
used earlier in this 
tutorial. 

Problem statement © S. P. Bradley, A. C. Hax, and T. L. Magnanti, from Applied Mathematical

Programming,1977. All rights reserved. This content is excluded from our Creative Commons

license. For more information, see http://ocw.mit.edu/help/faq-fair-use/.

http://ocw.mit.edu/help/faq-fair-use/
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I have one 
more trick to 
show you.  This 
involves “ratio 
constraints.” 

How come I 
never get to 
show the 
tricks.  Dogs 
love tricks. 

McGraph 

OK.  This 
one is yours 
to show. 
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Hi everyone, I’m 
going to teach you 
a new trick.   

This proves that an old 
dog can teach you a new 
trick.  

Moving on….  

Suppose that we wanted to 
add the restriction that at 
least 20% of all ads had to 
be by mail.  The constraint 
is written below 

x1/(x1 + x2 + x3 + x4) ≥ .2 
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As you can see, 
the constraint is 
not linear.  But if 
we multiply by the 
denominator, the 
constraint 
becomes linear.  

x1/(x1 + x2 + x3 + x4) ≥ .2 

x1 ≥ .2 (x1 + x2 + x3 + x4) 

Equivalently,  
.8x1 - .2 x2 - .2 x3 - .2 x4 ≥ 0 

But be careful.  You 
can only multiply by 
the denominator if 
you know that the 
value of the 
denominator is 
positive for all 
possible choices of x.  
If you multiplied both 
sides of an inequality 
by a negative number, 
the direction of the 
inequality reverses. 

The new 
constraint also is 
valid if x = 0.  So, 
you don’t need to  
worry about this 
special case. 
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Most of the time, if 
there is a constraint 
or objective that 
isn’t linear, it 
cannot be 
transformed into a 
constraint or 
objective that is 
linear. 

But sometimes transformations into 
linear programs can be done.  As we 
showed you in this tutorial, you can 
transform some constraints or 
objectives involving absolute values 
into linear constraints and 
objectives.  You can transform 
maximizing the min of linear 
functions or minimizing the max of 
linear functions.  And you can 
transform ratio constraints into 
linear constraints.  These techniques 
are really useful. 
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I agree with Nooz.  
These transformations 
are really useful.  And 
they are not tricky, 
once you use them a 
couple of times. 

That’s all for the tutorial on 
transformations into linear 
programs.  We hope you found it 
worthwhile.   

Amit and I wish you a very good 
day and/or night.  We hope to 
see you again soon. 
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